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Motivation

* GANs for generation and prediction tasks

* Assumption: Sample can be naturally divided into multiple
parts

* Example: Image segmentation:
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Motivation

* How to exploit additional data?

* (Conditional) GANs need full samples for training






* Factorisation of density ratio:

p(2x)  ep(x!,x2) ()
A(x) ~ cqxt,x?) g(x?)

* Marginal discriminator



* Factorisation of density ratio:

p(x*[xt) _ ep(xt,x*) p(x°)

a(x?[x1)  cq(x!,x?) q(x?)

* Marginal discriminator

Real segmentation maps

Generated segmentation maps
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* Factorisation of density ratio:

p(x*[x) _ ep(xt,x*) p(x?)

(0K~ o(xd, x2) g(x2)
Cp(Xl X2) — p(xlaxz)
X = ()

* Marginal discriminator

* Dependency discriminators



* Factorisation of density ratio:

p(x*|x') _ ep(x',x?) p(x?)

g(x?|x!)  cq(x!,x2) q(x2)
p(x', x?)

p(x)p(x?)

* Marginal discriminator

Cp(Xl, X2) =

* Dependency discriminators

with

Real, paired samples

Real, shuffled samples




* Factorisation of density ratio:

pCxY)  ep(xl,x2) p(x?)
q(x*|x')  cqo(xt,x?) q(x?)
p(x',x?)
p(x')p(x*)

* Marginal discriminator

with

and cq(x',x?) =

Cp(Xl, X2) =

* Dependency discriminators



Results

Performance comparison on Cityscapes
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Results

Normal GAN FactorGAN



More experiments in the full paper

Code available at
https://github.com/f90/FactorGAN



https://github.com/f90/FactorGAN
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