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Motivation
● GANs for generation and prediction tasks
● Assumption: Sample can be naturally divided into multiple 

parts
● Example: Image segmentation:

Sample x    =    (       x¹                  ,            x²              )



Motivation
● How to exploit additional data?

● (Conditional) GANs need full samples for training



Theory
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Results
Performance comparison on Cityscapes



Results

Normal GAN FactorGAN



More experiments in the full paper

Code available at 
https://github.com/f90/FactorGAN

https://github.com/f90/FactorGAN
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